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The objective of the present manuscript is three-fold: (i) to study the detailed pressure field inside a patient-specific abdominal aortic aneurysm (AAA) model experimentally and numerically and discuss its clinical relevance, (ii) to validate a number of possible numerical model options and their ability to predict the experimental pressure field and (iii) to compare the spatial pressure drop in the AAA before and after the formation of intraluminal thrombus (ILT) for a late disease development timeline. A finite volume method was used to solve the governing equations of fluid flow to simulate the flow dynamics in a numerical model of the AAA. Following our patient-specific anatomical rapid prototyping technique, physical models of the aneurysm were created with seven ports for pressure measurement along the blood flow path. A flow loop operating with a blood analogue fluid was used to replicate the patient-specific flow conditions, acquired with phase-contrast magnetic resonance imaging, and measure pressure in the flow model. The Navier–Stokes equations and two turbulent models were implemented numerically to compare the pressure estimations with experimental measurements. The relative pressure difference from experiments obtained with the best performing model (unsteady laminar simulation) was 1.1% for the AAA model without ILT and 15.4% for the AAA model with ILT (using Reynolds Stress Model). Future investigations should include validation of the 3D velocity field and wall shear stresses within the AAA sac predicted by the three numerical models.
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1. Introduction

Abdominal aortic aneurysms (AAAs) are found in 8.8% of the human population above 65 years of age (Newman et al. 2001). They cause about 15,000 deaths per year only in USA (Sakalihasan et al. 2005), and 1.3% of all deaths among men aged 65–85 years in developed countries (Thompson 2003). The pathogenesis and exact cause of formation of intraluminal thrombus (ILT) inside the AAA sac are not clear. It has been hypothesised that ILT formation is a multifactorial process, with both biological and mechanical factors playing a role and closely coupled to aneurysm expansion. Early AAA patient-specific studies ignored the thrombus entirely and flow simulations that incorporated a thrombus model are scarce (see, e.g. Bluestein et al. 2009). From a clinical and rupture risk assessment perspective, the growth rate of the aneurysm and ILT are critical. Therefore, a comparison of haemodynamic conditions in the AAA sac with and without thrombus is a worthwhile task because continuous patient-specific data on ILT and AAA growth is difficult to obtain given the asymptomatic nature of the disease.

A significant research effort has been devoted to study different aspects of AAA biomechanics extensively (Bluestein et al. 1996; Salsac et al. 2006; Biasetti et al. 2010), including geometry quantification and numerical modelling of flow and structure by our laboratory (Finol and Amon 2002; Scotti et al. 2005, 2008; Scotti and Finol 2007; Rodriguez et al. 2009; Shum et al. 2010; Shum, Martufi et al. 2011; Shum, Xu et al. 2011). In spite of this research work, few experimental studies performed measurements of the spatial pressure drop inside the AAA model. The limited information on AAA pressure drop is either utilised through non-patient-specific models or by exclusion of the iliac arteries, i.e. using only one inlet and one outlet. Peattie et al. (2004) reported pressure drop along an AAA model but without the iliac bifurcation; similar work was carried out by Dorfmann et al. (2010). Both studies concluded that there is little pressure variation along the AAA. Swillens et al. (2008) studied the effect of an AAA on wave reflection in the aorta. They also measured the pressure-time histories in a model with the iliac bifurcation (for models before and after AAA repair). However, in that case, the focus was not on the difference of the pressure variation due to the presence of the ILT and the difference in the pressure variation for an AAA model before and after repair was not very large. AAA rupture occurs when intraluminal pressure reaches a threshold that causes wall stress to exceed the yield stress.
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of the diseased tissue. The factors involved in the onset and growth of AAA are not known due to the asymptomatic nature of the disease. However, AAA rupture is a mechanical event, and therefore, variables like anisotropy of the wall constitutive material, the non-uniform distribution of wall thickness, the absolute pressure and the continuous cyclic pressure gradient at certain locations are hypothesised to relate to rupture risk. This work is focused on the analysis of the pressure gradient (i.e. independent of the absolute pressure) at peak systole, which is of the same order of magnitude of the maximum cyclic pressure gradient, and its location in the AAA sac.

In the present effort, we have used a patient-specific AAA geometry with and without ILT to investigate the pressure field in the AAA sac both numerically and experimentally. Both models include the common iliac arteries because entry into these arteries is an area prone to have high pressure gradients. The boundary conditions are derived from a phase-contrast magnetic resonance imaging (PC-MRI) exam taken by the subject at Allegheny General Hospital (Pittsburgh, PA, USA) following an Institutional Review Board (IRB) approved protocol. Several modelling alternatives are investigated in relation to the experimental measurements for the validation of the pressures predicted computationally.

### 2. Methods

#### 2.1 Image segmentation and 3D reconstruction

The AAA geometry for the numerical and experimental models was obtained following acquisition of the subject’s contrast-enhanced computed tomography (CT) images at the last follow-up exam prior to elective aneurysm repair at Allegheny General Hospital. The medical images were segmented following a level set algorithm and the three-dimensional (3D) reconstruction was performed using Simpleware (Simpleware Ltd, Exeter, UK). Surface irregularities resulting from the reconstruction process were subsequently removed using a low-pass filter based algorithm and a surface mesh representing the AAA lumen (with and without ILT) was generated for further manipulation of the geometry. The 3D surface underwent further removal of imperfections resulting from the image segmentation process using smoothing algorithms in Geomagic (Geomagic, Inc., Morrisville, NC, USA). The resulting AAA geometries are illustrated in Figure 1.

#### 2.2 Numerical model – mesh generation

For Computational Fluid Dynamics (CFD) simulations that employ turbulence models, a high quality mesh is important to achieve numerical convergence with a reasonable computational cost. The Gambit 2.4 (2010; Ansys, Inc., Canonsburg, PA, USA) grid generation package was used to generate the AAA meshes. Assessment of the mesh quality was defined as devoid of high cell skewness as there is a known relationship between mesh quality, simulation convergence and convergence time (Antiga et al. 2002).

Three types of meshes were generated to decide on an optimal meshing strategy: Type A mesh is generated from tetrahedral elements spaced with increasing densities using the size functions close to the walls. Type B mesh was constructed by first dividing the model into several subdomains. Combinations of hexahedral and tetrahedral elements are used in these domains (always using a finer mesh close to the wall). Finally, Type C mesh was a hybrid mesh in which the core of the whole volume was hexahedral elements, and for the finer mesh close to the wall, tetrahedral elements were used. To resolve the boundary layer close to the walls, size functions were used in Gambit, which allow the mesh topology to be controlled in the proximity of the entities to which they are attached. In the present case, the size of the wall cells is defined together with a mesh growth factor and a maximum cell size. The three types of mesh are illustrated in Figure 2. Primarily based on the use of cell skewness quality parameter, it was found that Type A provided the best mesh quality and employed in this work.

A mesh density sensitivity analysis was performed for the selected mesh strategy and for both models. The mesh density refinement was done using several size functions; the parameters of these size functions and the number of elements appears in Table 1.

The chosen mesh was Mesh 1. This has 0.85 million cells for the model with ILT and 1.4 million cells for the model without ILT. This mesh was obtained using size functions having additional details for the cells: length start size, 0.5 mm; growth factor for adjacent cell layers, 1.5 and maximum length size, 2.5 mm. The relative difference between Mesh 1 and Mesh 2 is <0.8% (for both models: with and without ILT) of the pressure drop between the inlet and the two outlets. That same relative difference for Mesh 2 and Mesh 3 is <0.35% (for both models: with and without ILT).
The Reynolds decomposition and its nomenclature are as follows: $u = U + u'$ and $p = P + p'$ (where $u$ and $p$ stands for the instantaneous velocity and pressure, $U$ and $P$ are the time average velocity and pressure and $u'$ and $p'$ are the fluctuating velocity and pressure, respectively).

$$\frac{\partial U_i}{\partial t} + \frac{\partial(U_i u_j)}{\partial x_j} = -\frac{\partial p}{\partial x_i} + \nu \frac{\partial^2 U_i}{\partial x_j^2}, \quad (1)$$

For the turbulent models, the Reynolds decomposition and its nomenclature are as follows: $u = U + u'$ and $p = P + p'$ (where $u$ and $p$ stands for the instantaneous velocity and pressure, $U$ and $P$ are the time average velocity and pressure and $u'$ and $p'$ are the fluctuating velocity and pressure, respectively).

$$\frac{\partial U_i}{\partial x_j} = 0, \quad (2)$$

where $P$ is the modified kinematic pressure and the unknowns $u_i u_j'$ constitute the second-moment statistical correlation or so-called Reynolds stresses. These unknown stress components are modelled in order to close the system of equations. The most popular model to approximate these terms is the eddy-viscosity turbulence model. The eddy-viscosity model is based on the Boussinesq assumption that makes an analogy between turbulent stresses and viscous stresses. Therefore, the Reynolds stresses are proportionally related to the velocity gradients by an eddy viscosity for turbulence. $u_i u_j' = -2\nu_S S_{ij} + 2/3 \delta_{ij} k$, where $\nu_S$ is the eddy viscosity, $k$ is turbulent kinetic energy and $S_{ij} = 0.5(\partial U_i/\partial x_j + \partial U_j/\partial x_i)$.

By dimensional analyses, the kinematic eddy viscosity can be expressed as the product of a turbulent length and velocity scale. The platform of transport equations may be closed by two additional transport equations of two parameters related with a turbulent length and velocity scale. This model implies that the length and velocity scales of the mean flow and of the turbulence are proportional and can be related by means of dimensional reasoning to turbulent kinetic energy, $k$, and one length-scale-related parameter like its dissipation rate, $\epsilon$, $u = k^{0.5}$, $l = k^{1.5} \epsilon^{-1}$. Considering the above assumption, the turbulent eddy viscosity can be derived as $\nu_S = C_{nu} k^2 \epsilon^{-1}$ (a constant, see Launder and Spalding 1974), and it is valid only when local isotropy in the turbulence field is assumed. $\epsilon$ is given by Equation (4):
Thus the two-equation eddy-viscosity model requires two additional transport equations for \( k \) and \( \varepsilon \) to solve the spatial and temporal variation of the local velocity scale and the length scale. Equation (5) represents the transport equation for the turbulent kinetic energy (\( \sigma_k \) is a constant, see Launder and Spalding 1974).

\[
\frac{\partial k}{\partial t} + \frac{\partial \left( \bar{u}_i \bar{u}_j \right)}{\partial x_j} = \frac{\partial}{\partial x_i} \left[ \left( \nu + \frac{\nu_t}{\sigma_k} \right) \frac{\partial k}{\partial x_i} \right] + \nu_t S^2 - \varepsilon. \tag{5}
\]

In the Realizable \( k-\varepsilon \) model (see Shih et al. 1995), numerical clipping is introduced in the solver to remove unphysical values of variables, e.g. negative normal stresses. To achieve the realisability effect, the \( C_p \) is no longer constant but a function of the turbulence fields, mean strain and rotation rates. As this model includes the effects of mean rotation in the definition of the turbulent viscosity, it usually performs better than the standard \( k-\varepsilon \) model for flows with streamline curvature.

In the case of the turbulent models, the enhanced wall (EW) function is used as these models cannot be integrated near the wall, and therefore, they require a wall function. The EW subdivides the near wall region into a viscous sublayer and a fully turbulent flow layer. In the viscous sublayer region, a one-equation turbulence model is used (where only the equation \( k \) is solved) and \( \varepsilon \) is computed algebraically (Wolfshtein 1969). However, in the fully turbulent flow, the two-equation models are used, and thus, \( \varepsilon \) is computed from a transport equation.

The RSM is a second-moment closure turbulent model. This implies that there is a transport equation for each of the six Reynolds stresses, and therefore, it avoids the isotropic eddy viscosity assumption. There is also a need to model the dissipation of the Reynolds stresses, and this is done using a transport equation for the dissipation of the turbulent kinetic energy (see details in Launder et al. 1975).

2.5 Experimental set-up and methodology

The test rig consisted of a steady pump, tubing, flow meters and the AAA flow phantom. A frame to support the flow loop was assembled using aluminium slotted columns; the configuration is shown in Figure 3.

The AAA phantom was manufactured using rapid prototyping, yielding a rigid wall model. Because AAAs become stiffer with disease progression (Di Martino et al. 2001), it is reasonable to consider the wall as rigid from the onset of turbulence in a smooth, circular pipe occurs at approximately 2000–2300; in a complex geometry as an AAA, it is not known which is the critical \( Re \). O’Rourke and McCullough (2010) measured the turbulence intensity with Laser Doppler Velocimetry under constant flow rate conditions inside a patient-specific AAA model, finding that in some cases, turbulence may appear at \( Re \) as small as 488. Furthermore, they measured turbulence intensity levels as high as 80–100% for \( Re = 1860 \). Because the onset of turbulence in complex geometries is case dependent, it is convenient to analyse the flow under both laminar and turbulent regimes.

Figure 3. Schematic of flow loop set-up for the experimental AAA study. This flowbench is also used in Chen et al. (2014) for flow pattern visualization in an AAA using Stereoscopic Particle Image Velocimetry.
point of view of pressure gradient estimation. The rapid prototyping model was based on the negative of a 3D patient-specific model that was obtained from CT image reconstruction. The model sent to the rapid prototyping machine was built using Pro-Engineer (PTC, Parametric Technology Corporation, Needham, MA, USA). This process is summarised in Figure 4.

Once the rapid prototyping model was built, we drilled holes (2 mm diameter) to place the pressure taps (see Figure 5). The inlet was extended by more than 25 hydraulic diameters using a rigid tube and the outlets were extended by 6–8 hydraulic diameters.

The model includes the common iliac arteries because it has been observed numerically that including them is critical for accurate pressure, flow pattern and wall stress predictions (Frauenfelder et al. 2006). The flow rate used in the experiments (110 cm$^3$/s) was corresponding to the peak systolic flow of the cardiac cycle obtained from PC-MRI. The pressure gradient from the AAA sac to the iliac arteries is an adequate approximation of the maximum cyclic pressure gradient that would be obtained under pulsatile flow conditions.

The blood analogue fluid with a mixture of 34% glycerol and 46% water, resulting a density of 1.08 g/cm$^3$ and the viscosity of 3.5 cP (0.035 kg/m s) is utilised. Simultaneous measurements were performed using TruWave disposable pressure transducers (Edwards Life Sciences, Irvine, CA, USA) attached to a differential amplifier (WPI, Inc., Sarasota, FL, USA) in full bridge configuration (see Figure 6). Figure 6 also shows the location of pressure taps in both models, labelled as 1–7 from inlet to outlets.

The experimental protocol was as follows. First, the flow meters were calibrated with the blood analogue solution. Then, each of the pressure transducers was also calibrated and measurements were taken. Because the pressure taps were located at different heights, the procedure was to first open them to the atmosphere and measure the gauge pressure, and then, fill the flow loop with the blood analogue solution and measure the hydrostatic pressure at each of the pressure taps. Next, we ran the pump, waited a few seconds for a steady flow and then measured the static pressure at each of the locations (5000–6000 samples). Finally, the taps were opened again to the atmosphere and the gauge pressure was measured in case a small correction was needed (due to changes in the atmospheric pressure or small variations in the sensor). The repeatability was checked, using different pressure transducers for a given pressure tap and actual measurements were taken four times at the inlet and outlets and only twice at the pressure taps in the aneurysm sac (because pressure changes in the sac are relatively small compared to the neck and iliac arteries).

3. Results and discussion
3.1 CFD predictions and experimental validation
Four CFD mathematical models have been employed and the computed pressure fields for each model are analysed and compared with the corresponding experimental pressure drop measurements. The four CFD simulations are the following: first, a steady simulation using the Realizable $k-\varepsilon$ model; second, an unsteady simulation (with steady boundary conditions) also using the Realizable $k-\varepsilon$ model; third, an unsteady laminar simulation (with steady boundary conditions) and fourth, a steady simulation with the RSM model. In a simulation with constant boundary conditions as in the present work, both steady and unsteady simulations can be performed; both simulations will yield the same solution if there are no unsteady flow structures present. An example of unsteady structures is the vortex shedding (i.e. the Von Karman street) that takes place in (constant) flow across a cylinder. Because the AAA is a complex geometry, it is imperative not to disregard the unsteady nature of the numerical simulations.

3.1.1 AAA with ILT
Figure 7 presents the predicted pressure distribution in the aneurysm model with thrombus for each of the four CFD
simulations. The pressure distribution is reasonably homogeneous in the AAA sac and the proper pressure gradient occurs at the inlet of the iliac arteries. In order to distinguish the pressure distribution in these two zones having different characteristics, the sac and iliac inlets, two colour legend ranges have been used for each zone. In Figure 7-top, the legend ranges from 0 to $2800$ Pa; however, in Figure 7-bottom, it ranges from $-800$ to $-5000$ Pa.

The contour plots provided in Figure 7 indicate that at the inlet of the AAA sac, there is an increase of pressure at one side (due to an impingement of a jet flow) as well as a decrease of pressure due to the flow detachment (where the pressure tap is located). Downstream of this pressure tap, the flow is like a jet with a swirling component and the pressure field has a helicoidal shape. The small pressure variations are observed on the spatial locations where flow impingements exist. In addition, the large pressure gradient takes place at the entry region of the iliac arteries.

The Realizable $k-\varepsilon$ model is a turbulent model based on the time-average Navier–Stokes equations. As mentioned above, there are two ways to study a flow with constant flow rate inlet conditions. The first is by using a steady simulation and the second by using a transient

Figure 6. (A) Numbering of the pressure taps for both models [top, with ILT; bottom, without ILT] and (B) details of the flow loop set-up and the pressure measurement equipment.
simulation but with steady inflow conditions. In general, due to the diverging geometry of the flow domain and jet flow characteristics, flow unsteadiness is likely to appear. In this case, it is expected that the numerical results obtained with a steady and a transient simulations will deviate from each other. Based on our numerical results, no major differences between the steady and transient simulations are observed (see Figure 7), which implies that intrinsic unsteady effects are minor. One important observation inferred from this finding is that the ILT geometry surpasses flow unsteadiness that may have once existed in the sac before ILT formation. The relative differences between experimental (Exp) and computed pressures from CFD are summarised in Table 2.

![Figure 7. CFD-predicted pressure field in the model with ILT. Computations using four different models: (A) steady k-ε Realizable, (B) unsteady k-ε Realizable, (C) unsteady laminar and (D) steady RSM.](image)

The Re corresponding to peak systolic flow ($Re = 2233$) is close to the theoretical onset of turbulence (in a smooth pipe with a circular cross section). In a complex geometry such as the present one, the onset of turbulence may be associated with a smaller critical $Re$. While acknowledging that the Realizable $k-\varepsilon$ and RSM models are targeted for modelling at high Reynolds numbers, they are able to predict the spatial pressure drop better than the more direct unsteady laminar simulation (see Table 2). The latter modelling option is known to be useful for other cardiovascular applications (Botara et al. 2010). The RSM performed better in predicting the spatial pressure drop for the model with ILT. This is expected because RSM is a second-moment turbulence model that is able to predict the flow more

<table>
<thead>
<tr>
<th>Pressure drop (Pa)</th>
<th>Inlet-left iliac</th>
<th>%</th>
<th>Inlet-right iliac</th>
<th>%</th>
<th>Average</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiments (AAA with ILT)</td>
<td>5262.1</td>
<td>-13.3</td>
<td>4321.8</td>
<td>-23.3</td>
<td>4792.0</td>
<td>-17.8</td>
</tr>
<tr>
<td>Steady, Realizable $k-\varepsilon$</td>
<td>4563.5</td>
<td>-11.0</td>
<td>3313.1</td>
<td>-20.7</td>
<td>4055.8</td>
<td>-15.4</td>
</tr>
<tr>
<td>Steady, RSM</td>
<td>4683.8</td>
<td>-11.0</td>
<td>3427.8</td>
<td>-20.7</td>
<td>4055.8</td>
<td>-15.4</td>
</tr>
<tr>
<td>Unsteady, Realizable $k-\varepsilon$</td>
<td>4560</td>
<td>-13.3</td>
<td>3309</td>
<td>-23.4</td>
<td>3934.5</td>
<td>-17.9</td>
</tr>
<tr>
<td>Unsteady, laminar flow</td>
<td>4202.5</td>
<td>-20.1</td>
<td>3020.7</td>
<td>-30.1</td>
<td>3611.6</td>
<td>-24.6</td>
</tr>
</tbody>
</table>

Note: The comparison is expressed as follows: $[(\text{CFD} - \text{Exp})/\text{Exp}] \times 100$. 
accurately than the eddy viscosity models for cases with complex flow as in the present case.

### 3.1.2 AAA without ILT

**Figure 8** presents the predicted pressure field in the AAA model with no ILT. Three CFD simulations with the following mathematical models were performed: first, a steady simulation using the Realizable \( k-\varepsilon \) model; second, an unsteady simulation (with constant boundary conditions) also using the Realizable \( k-\varepsilon \) model; and third, an unsteady laminar simulation (with constant boundary conditions). For this geometry, the RSM did not converge satisfactorily and is not reported in this manuscript.

As in Section 3.1.1, the pressure is relatively homogeneous in the AAA sac and a large pressure gradient occurs, also at the entry region of the iliac arteries. To properly distinguish the pressure distribution in these two very different zones, sac and iliac inlets, two colour legend ranges have been used for each zone. In **Figure 8**-top frames, the colour legend ranges from 0 to \(-300\) Pa; however, in **Figure 8**-bottom frames, it ranges from \(-300\) to \(-1900\) Pa (the pressure at the outlets is set to 0 Pa). As mentioned previously, there is a large difference in total spatial pressure drop between the two models, approximately 1500 Pa for the AAA without ILT and 5000 Pa for the AAA with ILT. This difference can have important physiological effects during AAA growth and peripheral adaptation.

From a physical point of view, a jet coming in the sac is readily detected together with a decreased velocity and a weak vortex appears. The velocity reduction confirms the large reduction in the pressure drop. Flow in the sac region is unstable as it can be also inferred from the small differences between the steady and the unsteady with the Realizable \( k-\varepsilon \) model simulation results. The difference between Exp and CFD pressures is summarised in **Table 3**.

The AAA sac is an enlargement of the aorta that may foster some unsteady flow structure. The unsteady laminar prediction is the best model among the ones presented in **Table 3**. There is not a large difference between laminar and turbulent predictions. This implies on the one hand that no general conclusion about the flow regime can be drawn and on the other hand that the importance to use or not to use a turbulent model is just a difference within 10%. It is clear that this enlargement may foster the growth of further unsteady flow structures. This may be the reason why the unsteady laminar prediction emerged as the best.

![Figure 8](image_url)

**Figure 8.** CFD-predicted pressure field in the model without ILT. Computations using three different models: (A) steady \( k-\varepsilon \) Realizable, (B) unsteady \( k-\varepsilon \) Realizable and (C) unsteady laminar.
model among the alternative ones studied in this manuscript (Table 3).

3.1.3 Summary of the CFD-experimental comparison

In general, CFD modelling predicted the pressure fields reasonably well and in good agreement with the qualitative trends. The average difference is 1.1% for the model without ILT and 15.4% for the model with ILT. These differences between the CFD and experimental values are not only due to the fact that there is no perfect turbulence model but also to uncertainties in the inlet boundary conditions. The uncertainty in the application of the CFD flow inlet boundary condition is estimated at 5% (due to the flow meter uncertainty).

<table>
<thead>
<tr>
<th>Pressure drop (Pa)</th>
<th>Inlet-left iliac</th>
<th>%</th>
<th>Inlet-right iliac</th>
<th>%</th>
<th>Average</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiments (AAA without ILT)</td>
<td>1341.7</td>
<td></td>
<td>1679.5</td>
<td></td>
<td>1510.6</td>
<td></td>
</tr>
<tr>
<td>Steady, Realizable-(k-\epsilon)</td>
<td>1381</td>
<td>2.9</td>
<td>1877.3</td>
<td>11.8</td>
<td>1629.2</td>
<td>7.8</td>
</tr>
<tr>
<td>Unsteady, Realizable (k-\epsilon)</td>
<td>1395</td>
<td>4.0</td>
<td>1823</td>
<td>8.5</td>
<td>1609</td>
<td>6.5</td>
</tr>
<tr>
<td>Unsteady, laminar flow</td>
<td>1345</td>
<td>0.2</td>
<td>1708.6</td>
<td>1.7</td>
<td>1526.8</td>
<td>1.1</td>
</tr>
</tbody>
</table>

Note: The comparison is expressed as follows: \([\text{CFD} - \text{Exp}] / \text{Exp} \times 100\).

3.2 Local experimental-CFD analysis

Figure 9 shows the spatial pressure drop between the inlet (location 1) and other locations within each of the aneurysm models (with and without ILT). The error bars in Figure 9 indicate the standard deviation of the four measurements taken at the inlet and the outlets or the standard deviation of the two measurements taken in each of the taps in the aneurysm sac. Pressure variations along the AAA with and without ILT are qualitatively the same. There is moderate pressure gradient at the inlet of the sac, but in general, the pressure is relatively uniform in the sac for both models. The major pressure gradient in both models occurs between the AAA sac and the common iliac arteries (locations 6 and 7). However, quantitatively, there is a noticeable difference in

Figure 9. Pressure measurements and CFD predictions along the AAA model with (A) and without ILT (B).
the two aneurysm models. In the model with no ILT, the spatial pressure drop is around 1500 Pa while in the model with ILT, this pressure rises to a value of 5000 Pa (with the flow rate being the same in both models). In the case with ILT, such a spatial pressure drop increase is expected because the smaller the lumen, the higher the flow velocities. This, together with a small decrease in the diameter of the iliac arteries (also due to the thrombus formation) yields a larger hydraulic resistance and as a consequence a larger spatial pressure drop.

Figure 9 clearly shows that the main spatial pressure drop that takes place at the inlet of the iliacs (locations 6 and 7) is very well predicted by CFD for the AAA with ILT and relatively well predicted for the AAA with ILT. CFD predicts a very uniform pressure field in the AAA sac for both with and without ILT. The CFD pressure prediction along the sac in the AAA is within the uncertainty bars of the experimental values. However, for the AAA without ILT, there is a local value (location 5) that is overpredicted by CFD. It seems the CFD model is not able to reproduce some local details of the flow. However, the main pressure drops (locations 6 and 7) are well predicted, and these are the important ones in this analysis.

ILT causes the lumen to reacquire a size similar to that of a healthy abdominal aorta. Moreover, it appears that ILT dampens the flow-induced forces acting on the arterial wall (Bluestein et al. 2009). However, this also leads to an increase in the spatial pressure drop due to both a decrease in the AAA luminal cross-section and a small decrease in the luminal cross-section of the common iliac arteries. Furthermore, as the abdominal aorta is stiff in its diseased state, this increase in spatial pressure drop (due to the presence of ILT) can potentially lead to fatigue rupture (attributable to the pulsatile nature of the blood flow together with subsequent wall weakening caused by the larger pressure gradient at the peak systolic).

### 3.3 Limitations

In the present work, our major assumption is that the aneurysm formed first and then the accompanying chronic vascular response triggered the thrombus formation. This is a limitation because it is not the normal AAA development. However, it has been found that in 25% of the AAA, there is enlargement without ILT formation (Harter et al. 1983), and therefore, not always the enlargement of the aorta and the formation of ILT develop in parallel. This approach-limitation has already been used to study the flow patterns in Bluestein et al. (2009). Analysing the difference in the pressure field before and after thrombus formation illustrates the changes in mechanical parameters between these two lumped time-points of ILT growth. We believe that this is a first approach necessary to study the effect of thrombus formation on AAA sac pressure and haemodynamics.

At peak systole, the pressure gradient is maximum; during diastole, the pressure gradient is negligible. Therefore, an analysis of steady state flow using boundary conditions based on flow rates at peak systole is a good representation or order of magnitude analysis of the cyclic pressure gradient that takes place continuously in the AAA. However, this is still an approximation of an event that occurs periodically under pulsatile flow conditions and, hence, a limitation of our work.

The estimated pressure fields can provide guidance to clinical catheterisation measurement protocols. AAA rupture occurs when intraluminal pressure reaches a threshold that causes the wall stress to exceed the yield stress of the diseased tissue. Therefore, the assessment of the pressure field is directly related to AAA rupture risk, including the steep changes in its spatial distribution, which is the focus of this work. However, even if the dramatic pressure gradient between the inlet and the iliacs and the large difference for the cases with and without ILT may be patient-dependent; it is believed that it is very important to point out that such cases exist and that those high spatial pressure drops that appear in each cycle may yield a progressive weakening of the wall due to fatigue.

### 3.4 Final remarks

The present work confirmed that the pressure field is relatively uniform in the AAA sac, excluding the aneurysm neck and aorto-iliac bifurcation. While there is a small pressure gradient at the inlet of the sac (due to jet detachment), the main pressure gradient occurs at the proximal end of the common iliac arteries. Knowledge of the pressure field is important because of its relation to rupture risk assessment. AAA rupture is a mechanical event and variables such as anisotropy of the wall constitutive material, the non-uniform distribution of wall thickness, the absolute pressure and the continuous cyclic pressure gradient at certain locations are hypothesised to relate to rupture risk. In this work, we focused on the spatial pressure drop at peak systole, which is of the same order of magnitude of the maximum cyclic spatial pressure drop and the location of that pressure gradient in the AAA sac.

The presence of ILT in an already formed AAA accounts for a smaller lumen volume, and therefore, it yields larger cyclic spatial pressure drops (5000 Pa) compared to the same AAA sac without ILT (1500 Pa) at the entry region to the common iliac arteries. A large cyclic pressure gradient at the distal end of the aneurysm sac may be a trigger for subsequent wall weakening. Therefore, this work supports the assumption that a likely rupture location is the distal end of the sac. Conversely, the presence of ILT yields flow structures devoid of significant
unsteadiness, similar to those expected for a normal, healthy abdominal aorta. This leads to the observation that unsteady numerical models may not contribute substantially to the CFD fluid flow prediction in AAA models with ILT.

Before ILT formation, there is a jet-like flow pattern coexisting with flow recirculations inside the AAA sac. It is known that this kind of pathology involves low wall shear stresses, which is conducive to platelet deposition at the wall. It is also known that the high shear stresses at the boundaries between the jet and the recirculations are regions where platelet activation is likely (Bluestein et al. 1996). Therefore, these recirculations are zones with high residency times for those activated platelets, a possible explanation for ILT formation. They are also zones prone to have unsteadiness and vortices, which is why unsteady numerical models are preferred for AAA geometries without significant ILT because these models are able to predict the unsteady flow structures.

Finally, CFD simulations implemented with high-performance solvers are able to predict the spatial pressure drop in an AAA model when compared to bench-top experiments within a reasonable relative difference. Although blood flow is mainly laminar through most of the cardiac cycle, at peak systole, the flow reaches the onset of turbulence, notwithstanding a temporary state. Turbulent models, however, may predict constant flow rate conditions modeled at peak systole more reliably.
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